A previous series of [articles](http://help.topcoder.com/data-science/competing-in-algorithm-challenges/algorithm-tutorials/line-sweep-algorithms/tc?module=Static&d1=tutorials&d2=geometry1)  
covered the basic tools of computational geometry. In this  
article I'll explore some more advanced algorithms that can  
be built from these basic tools. They are all based on the  
simple but powerful idea of a sweep line: a vertical line that is  
conceptually “swept” across the plane. In  
practice, of course, we cannot simulate all points in time and  
so we consider only some discrete points.

In several places I'll refer to the Euclidean and Manhattan  
distances. The Euclidean distance is the normal, everyday distance  
given by Pythagoras' Theorem. The Manhattan distance between  
points (x1, y1) and (x2,  
y2) is the distance that must be travelled while  
moving only horizontally or vertically, namely  
|x1 − x2| + |y1 −  
y2|. It is called the Manhattan distance because  
the roads in Manhattan are laid out in a grid and so  
the Manhattan distance is the distance that must be travelled  
by road (it is also called the "taxicab distance," or more  
formally the L1 metric).

In addition, a [balanced  
binary tree](http://community.topcoder.com/tc?module=Static&d1=tutorials&d2=binarySearchRedBlack) is used in some of the  
algorithms. Generally you can just use a set  
in C++ or a TreeSet in Java, but in some cases  
this is insufficient because it is necessary to store extra  
information in the internal nodes.

**Closest pair**  
Given a set of points, find the pair that is closest  
(with either metric). Of course, this can be solved in  
O(N2) time by considering all the pairs, but a line  
sweep can reduce this to O(N log N).

Suppose that we have processed points 1 to  
N − 1 (ordered by X) and the shortest distance  
we have found so far is h. We now process point N and try to  
find a point closer to it than h. We maintain a set of all  
already-processed points whose X coordinates are within h of  
point N, as shown in the light grey rectangle. As each point  
is processed, it is added to the set, and when we move on to  
the next point or when h is decreased, points are removed from  
the set. The set is ordered by y coordinate. A balanced binary  
tree is suitable for this, and accounts for the log N  
factor.
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To search for points closer than h to point N, we need only  
consider points in the active set, and furthermore we need  
only consider points whose y coordinates are in the range  
yN − h to yN + h  
(those in the dark grey rectangle). This range can be  
extracted from the sorted set in O(log N) time, but more  
importantly the number of elements is O(1) (the exact maximum  
will depend on the metric used), because the separation  
between any two points in the set is at least h. It follows  
that the search for each point requires O(log N) time, giving  
a total of O(N log N).

**Line segment intersections**  
We'll start by considering the problem of returning all  
intersections in a set of horizontal and vertical line  
segments. Since horizontal lines don't have a single X  
coordinate, we have to abandon the idea of sorting objects by  
X. Instead, we have the idea of an *event*: an X  
coordinate at which something interesting happens. In this  
case, the three types of events are: start of a horizontal line,  
end of a horizontal line, and a vertical line. As the sweep line  
moves, we'll keep an *active set* of horizontal  
lines cut by the sweep line, sorted by Y value (the red lines  
in the figure).
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To handle either of the horizontal line events, we simply  
need to add or remove an element from the set. Again, we can  
use a balanced binary tree to guarantee O(log N) time for  
these operations. When we hit a vertical line, a range search  
immediately gives all the horizontal lines that it cuts. If  
horizontal or vertical segments can overlap there is some  
extra work required, and we must also consider whether lines  
with coincident endpoints are considered to intersect, but  
none of this affects the computational complexity.

If the intersections themselves are required, this takes  
O(N log N + I) time for I intersections. By augmenting the  
binary tree structure (specifically, by storing the size  
of each sub-tree in the root of that sub-tree), it is possible  
to count the intersections in O(N log N) time.

In the more general case, lines need not be horizontal or  
vertical, so lines in the  
active set can exchange places when they intersect. Instead of  
having all the events pre-sorted, we have to use a priority  
queue and dynamically add and remove intersection events. At  
any point in time, the priority queue contains events for the  
end-points of line-segments, but also for the intersection  
points of adjacent elements of the active set  
(providing they are in the future). Since there are O(N + I)  
events that will be reached, and each requires O(log N) time  
to update the active set and the priority queue, this  
algorithm takes O(N log N + I log N) time. The figure below  
shows the future events in the priority queue (blue dots);  
note that not all future intersections are in the  
queue, either because one of the lines isn't yet active, or  
because the two lines are not yet adjacent in the active list.
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**Area of the union of rectangles**  
Given a set of axis-aligned rectangles, what is the area of  
their union? Like the line-intersection problem, we can handle  
this by dealing with events and active sets. Each rectangle  
has two events: left edge and right edge. When we cross the  
left edge, the rectangle is added to the active set. When we  
cross the right edge, it is removed from the active set.
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We now know which rectangles are cut by the sweep line (red  
in the diagram), but we actually want to know the length of  
sweep line that is cut (the total length of the solid blue  
segments). Multiplying this length by the horizontal distance  
between events gives the area swept out between those two  
events.

We can determine the cut length by running the same  
algorithm in an inner loop, but rotated 90 degrees. Ignore the  
inactive rectangles, and consider a horizontal sweep line that  
moves top-down. The events are now the horizontal edges of the  
active rectangles, and every time we cross one, we can simply  
increment or decrement a counter that says how many rectangles  
overlap at the current point. The cut length increases as long  
as the counter is non-zero. Of course, we do not increase it  
continuously, but rather while moving from one event to the  
next.

With the right data structures, this can be implemented in  
O(N2) time (hint: use a boolean array to store the  
active set rather than a balanced binary tree, and pre-sort  
the entire set of horizontal edges). In fact the  
inner line sweep can be replaced by some clever binary tree  
manipulation to reduce the overall time to O(N log N), but  
that is more a problem in data structures than in  
geometry, and is left as an exercise for the reader. The  
algorithm can also be adapted to answer similar questions,  
such as the total perimeter length of the union or the maximum  
number of rectangles that overlap at any point.

**Convex hull**  
The *convex hull* of a set of points is the  
smallest convex polygon that surrounds the entire set, and has  
a number of practical applications. An efficient method that  
is often used in challenges is the Graham scan [2], which  
requires a sort by angle. This isn't as easy as it looks at  
first, since computing the actual angles is expensive and  
introduces problems with numeric error. A simpler yet equally  
efficient algorithm is due to Andrew [1], and requires only a  
sort by X for a line sweep (although Andrew's original paper  
sorts by Y and has a few optimizations I won't discuss here).

Andrew's algorithm splits the convex hull into two parts,  
the upper and lower hull. Usually these meet at the ends, but  
if more than one points has minimal (or maximal) X coordinate,  
then they are joined by a vertical line segment. We'll  
describe just how to construct the upper hull; the lower hull  
can be constructed in similar fashion, and in fact can be  
built in the same loop.

To build the upper hull, we start with the point with  
minimal X coordinate, breaking ties by taking the largest Y  
coordinate. After this, points are added in order of X  
coordinate (always taking the largest Y value when multiple  
points have the same X value). Of course, sometimes this will  
cause the hull to become concave instead of convex:
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The black path shows the current hull. After adding point  
7, we check whether the last triangle (5, 6, 7) is convex. In  
this case it isn't, so we delete the second-last point, namely  
6. The process is repeated until a convex triangle is found.  
In this case we also examine (4, 5, 7) and delete 5 before  
examining (1, 4, 7) and finding that it is convex, before  
proceeding to the next point. This is essentially the same  
procedure that is used in the Graham scan, but proceeding in  
order of X coordinate rather than in order of the angle made  
with the starting point. It may at first appear that this  
process is O(N2) because of the inner backtracking  
loop, but since no point can be deleted more than once it is  
in fact O(N). The algorithm over-all is O(N log N), because  
the points must initially be sorted by X coordinate.

**Manhattan minimum spanning tree**  
We can create even more powerful algorithms by combining a  
line sweep with a divide-and-conquer algorithm. One example is  
computing the minimum spanning tree of a set of points, where  
the distance between any pair of points is the Manhattan  
distance. This is essentially the algorithm presented by  
Guibas and Stolfi [3].

We first break this down into a simpler problem. Standard  
MST algorithms for general graphs (e.g., Prim's algorithm) can  
compute the MST in O((E + N) log N) time for E edges. If we  
can exploit geometric properties to reduce the number of edges  
to O(N), then this is merely O(N log N). In fact we can  
consider, for each point P, only its nearest neighbors in  
each of the 8 octants of the plane (see the figure below). The  
figure shows the situation in just one of the octants, the  
West-Northwest one. Q is the closest neighbour (with the  
dashed line indicating points at the same Manhattan distance  
as Q), and R is some other point in the octant. If PR is an  
edge in a spanning tree, then it can be removed and replaced  
by either PQ or QR to produce a better spanning tree, because  
the shape of the octant guarantees that |QR| ≤ |PR|. Thus,  
we do not need to consider PR when building the spanning  
tree.

![ctants](data:image/png;base64,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)

This reduces the problem to that of finding the nearest  
neighbour in each octant. We'll just consider the octant  
shown; the others are no different and can be handled by  
symmetry. It should be clear that within this octant, finding  
the nearest neighbour is equivalent to just finding the point  
with the largest value of x − y, subject to an  
upper bound on x + y and a lower bound on y, and  
this is the form in which we'll consider the problem.

Now imagine for the moment that the lower bound on y did  
not exist. In this case we could solve the problem for every P  
quite easily: sweep through the points in increasing order of  
x + y, and Q will be the point with the largest  
x − y value of those seen so far. This is  
where the divide-and-conquer principle comes into play: we  
partition the point set into two halves with a horizontal  
line, and recursively solve the problem for each half. For  
points P in the upper half, nothing further needs to be done,  
because points in the bottom half cannot play Q to their P.  
For the bottom half, we have to consider that by ignoring the  
upper half so far we may have missed some closer points.  
However, we can take these points into account in a similar  
manner as before: walk through all the points in  
x + y order, keeping track of the best point in the  
top half (largest x − y value), and for each  
point in the bottom half, checking whether this best top-half  
point is better than the current neighbour.

So far I have blithely assumed that any set of points can  
be efficiently partitioned on Y and also walked in  
x + y order without saying how this should be done.  
In fact, one of the most beautiful aspects of this class of  
divide-and-conquer plus line-sweep algorithms is that it has  
essentially the same structure as a merge sort, to the point  
that a merge-sort by x + y can be folded into the  
algorithm in such a way that each subset is sorted on  
x + y just when this is needed (the points initially  
all being sorted on Y). This gives the algorithm a running  
time of O(N log N).

The idea of finding the closest point within an angle range  
can also be used to solve the Euclidean MST problem, but the  
O(N log N) running time is no longer guaranteed in the worst  
cases, because the distance is no longer a linear equation.  
It is actually possible to compute the Euclidean MST in  
O(N log N) time, because it is a subset of the Delaunay  
triangulation.

**Sample problems**

[BoxUnion](http://community.topcoder.com/stat?c=problem_statement&pm=4463&rd=6536)

This is the union of area of rectangles problem above.  
In this instance there are at most three rectangles which  
makes simpler solutions feasible, but you can still use  
this to practice.

[CultureGrowth](http://community.topcoder.com/stat?c=problem_statement&pm=3996&rd=7224)

While written in a misleading fashion, the task is  
just to compute the area of  
the convex hull of a set of points.

[PowerSupply](http://community.topcoder.com/stat?c=problem_statement&pm=5969)

For each power line orientation, sweep the power line  
in the perpendicular direction. Consumers are added D  
units ahead of the sweep and dropped D units behind the  
sweep. In fact, the low constraints mean that the  
connected set can be computed from scratch for each  
event.

[ConvexPolygons](http://community.topcoder.com/stat?c=problem_statement&pm=4559&rd=7225)

The events of interest are the vertices of the two  
polygons, and the intersection points of their edges.  
Between consecutive events, the section cut by the sweep line  
varies linearly. Thus, we can sample the cut area at the  
mid-point X value of each of these regions to get the  
average for the whole region. Sampling at these mid-points  
also eliminates a lot of special-case handling, because the  
sweep line is guaranteed not to pass anywhere near a  
vertex. Unlike the solution proposed in the [match  
editorial](http://community.topcoder.com/tc?module=Static&d1=match_editorials&d2=srm250), the only geometric tool required is  
line-line intersection.

**Conclusion**  
Like dynamic programming, the sweep line is an extremely  
powerful tool in an algorithm competitor's toolkit because it  
is not simply an algorithm: it is an algorithm pattern that  
can be tailored to solve a wide variety of problems, including  
other textbooks problems that I have not discussed here  
(Delaunay triangulations, for example), but also novel  
problems that may have been created specifically for a  
contest. In Topcoder the small constraints often mean that one  
can take shortcuts (such as processing each event from scratch  
rather than incrementally, and in arbitrary order), but the  
concept of the sweep line is still useful in finding a  
solution.